코로나 19가 10대의 학업성취도 저하에 미치는 영향 분석

(Object Recognition Scheme for Image format P&ID Digitization)

**1. 서 론**

코로나19(COVID-19)의 전 세계적인 확산은 개인을 비롯한 사회전반에 걸쳐 영향을 미치고 있다. 교육계 또한 예외 없이 직접적인 변화를 경험하고 있으며, 여러 방면에서 위기와 도전에 직면하고 있다. 2020년 2월, 국내 코로나19의 전국적 대유행에 따라 사회적 거리두기가 3단계로 격상되었다. 이에 교육부는 관련 방역지침에 의거하여 초, 중, 고등학교를 비롯한 모든 교육기관에 대해 3개월간 대면수업을 금지하는 사상 초유의 조치를 단행하였다[]. 3월에는

**5. 결론**
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